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ABSTRACT 

Analysis of shear rate in dissipative scales of turbulence was performed using a 
quasi-direct numerical simulation (Q-DNS) of flow through a pipe involving Bingham 

fluid. Dependency of deformation rate on dissipative scales of turbulence was 
studied and a modification algorithm was developed and implemented in Reynolds-
averaged Navier-Stokes (RANS) modeling of the same flow using the standard k-ε 

model.  It was shown that the modification was effective in increasing accuracy of 
the RANS simulations when the velocity profile was modified to match experimental 

data. In both the Q-DNS and RANS simulations, the Herschel-Bulkley (HB) rheology 
equation was used to relate shear stress of the non-Newtonian fluid to shear 
deformation. Additional analysis of dependency of shear on the turbulent dissipation 

rate (TDR) was performed using various flow conditions in RANS simulations with a 
modified viscosity model (alpha model). In the past, the alpha model has been 

shown to produce accurate simulations for the same flow conditions. Results of the 
analysis shows that a qualitative agreement exists between shear dependency in 

the RANS-alpha and Q-DNS-HB simulations when the ratio of velocity to length 

scale is used.  

INTRODUCTION 

Accurate simulation of flow systems involving non-Newtonian fluids such as waste 
processing systems in the US Department of Energy’s sites has attained a great 

deal of attention. Computational fluid dynamics (CFD) can play a significant role in 
assisting engineers to safely and optimally transfer the waste from single shell 

tanks to double shell tanks [1,2]. CFD simulations can be validated by experiments 
and run with different types of simulants that can be used for further predictions. 
According to [3] variable particle concentration in simulants can cause variation of 

viscosity and simulant is then considered to be a non-Newtonian fluid. Laponite-
based simulants with concentrations approximately 1.5 wt% was used in 

experimental and simulation studies by [4-6], respectively. Shear stress in this 
simulant varies according to Bingham fluid characteristics [7] and can be modeled 

using Herschel–Bulkley rheological model [8].  
 

The literature contains valuable efforts that seek to improve accuracy of numerical 
algorithms in the prediction of flow characteristics of non-Newtonian fluids. Wilson 

and Thomas [9] improved the theory of the Power-law and Bingham plastic fluids 
for the log-law region of the velocity profile towards better prediction of the wall 

friction coefficient. Their analysis was based on drag reduction associated with non-
Newtonian fluids and colloidal suspensions, as was first reported by [10], according 
to [11]. This modification resulted in enhanced viscosity effects for dissipative 
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micro-eddies that possess small time and length scales. Soto and Shah [12] 
developed an algorithm for simulation of an entrance flow of a yield-power-law 

fluid, which produced results in good agreement with analytical solutions for 
different yield stress and power-law exponents. Bartosik [13] applied a theory by 

[9], which described a change of boundary layer thickness and suppression of 
turbulence in the boundary layer for slurry flow with very fine solid particles. 
Bartosik employed a k-ε turbulence model with modified damping functions and 

compared the performance of the power-law and Herschel and Bulkley [8] models 
in the simulation of Kaolin slurry. He found that the later model can better describe 

shear stress at a low shear deformation rate.  
 

Despite these significant contributions, there is still a need to find a universal model 

to define viscosity properly in an entire computational domain for different regimes 
of flow so that its applicability is not specific to a flow with certain material, 
geometry, and boundary conditions. One possible approach is to dynamically 

modify the viscosity during the simulation. In this study, two different approaches 
of achieving this goal were implemented. In the first approach, parameters, such as 

shear rate, that affect the viscosity were modified. This approach was pursued by 
researchers including [14] and [6] who designed a method to alter viscosity by 
correcting the definition of shear rate. In the second approach the viscosity is 

directly altered following a specific algorithm. Baharanchi et al. [15] introduced a 
direct viscosity adjustment method, called the alpha method, that can modify 

viscosity in the domain based on the dissipation rate of the kinetic turbulent energy 
and dynamically reconstructed rheogram of a non-Newtonian fluid. Their method, 
known as the alpha method, was effective in improving results of Reynolds 

Averaging Navier-Stokes (RANS)-HB simulations for laminar, transitional, and 
turbulent flows.  

 
in this research, previously reported simulation results from the RANS-alpha 
method were considered for the shear dependency analysis. Additional simulations 

using the RANS-alpha method were conducted as an extension of our investigations 
and a similar shear analysis was conducted. The RANS simulations were based on 

the standard k-ε turbulence model and a modified HB-based viscosity model (alpha 
model). Later, shear dependency analysis of the most recent results obtained from 
a quasi-direct numerical simulation (Q-DNS) was considered. Results of this 

analysis were used as a baseline to find relationships for the shear rate in 
dissipative scales of turbulence. Finally, relationships obtained from Q-DNS 

simulations for shear rate were incorporated into a RANS-HB simulation according 
to an algorithm that was developed for alteration of the shear rate for a Reynolds 
number of 25,300. We compared shear rate variations between Q-DNS-HB and 

RANS-alpha simulations to evaluate similarities. Finally, correlations obtained from 
Q-DNS were implemented into the RANS-HB method to investigate possible 

improvements.  
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SIMULATIONS 

 
Dependency of Shear Rate on Dissipative Scales 

Shear rate plays a critical role in simulation studies of non-Newtonian fluids. Direct 
dependency of viscosity on the shear rate is a fundamental characteristic of non-

Newtonian fluids. Analysis from [14] showed that there is a strong dependency 
between shear rate and dissipation rate of turbulent kinetic energy. This 

dependency can be obtained from a direct numerical simulation (DNS) or a large 
eddy simulation (LES) where shear is calculated based on gradients of 
instantaneous velocity components. In addition, it is interesting to observe this 

dependency in a RANS simulation which accurately predicts the velocity field and 
compare it to results from the DNS simulation. Research efforts may look for 

possible approximations if deviations are not significant. Therefore, an analysis was 
performed for results obtained previously from both the RANS-alpha and Q-DNS-HB 
simulations. In this analysis, variation of the shear rate against a quantity defined 

by Equation (1) was obtained for dissipative scales. urms and η represent velocity 

and length scale of turbulent scales. In this equation K, υ, and ε, represent 
turbulent kinetic energy (TKE), kinematic viscosity, and TDR, respectively. This 
quantity has the same units of shear rate, sec-1, and is zero for non-dissipative 

scales. In the case where the average value of ε is obtained from spatial analysis, η 
will then represent Kolmogorov length scale, which is the smallest scale in turbulent 
flow. In RANS, K and ε are obtained from the solution to the closure equations of 

TKE and TDR and are directly accessible from STAR-CCM+. In Q-DNS, TKE and TDR 
must be obtained from fluctuations of velocity components. For this purpose, direct 

definition of urms and TDR are obtained from Equation (2) and Equation (3). 
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In RANS, this analysis was performed on results obtained from RANS-alpha 
method. Additional analysis was also performed for flow in turbulent regimes (Re = 

10000, 15000, and 20000) to observe similarities between profiles. Results as 
shown in Figure 1(a), demonstrate similar profiles that are non-linear and increase 
and shift to the right with increasing Reynolds number.  This is a result of higher 

shear and velocity rms in higher Reynolds numbers. In addition, each profile has a 
comparable maximum shear rate and maximum urms/η and perhaps normalization 

of the results can make all profiles coincide. Additional and similar analysis was 
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performed using the ratio of turbulent dissipations to turbulent kinetic energy, 
which has the same units as of shear rate (1/sec). For each Reynolds number 

shown in Figure 1(b), a profile with small slope is preceded with a profile having a 
significantly larger slope. The former is indicative of variations in the vicinity to solid 

boundaries and the slope of this profile grows with increasing Reynolds number. In 
contrast, variations with almost equal slopes are observed in small values of 
TDR/TKE for different Reynolds numbers. Similarity between these profiles suggest 

that a correlation can be obtained and implemented into the RANS-HB modeling to 
directly modify the shear rate based on TDR/TKE values.  

 
 

    

Fig. 1. Variation of Shear Rate versus Different Ratios. 

 

Analysis of Shear Using Q-DNS Simulation  

Detailed study of turbulent flows requires access to information involving all ranges 

of velocity and length scales that exist in the flow. Direct numerical simulation 
(DNS) is the most widely accepted benchmark tool that can provide invaluable 

information for dissipative and non-dissipative structures of fluid flows. A quasi-
DNS solver is less stringent in spatial and temporal discretization requirements 
compared to DNS solver and can still simulate the flow with exceptional accuracy 

([16-19]). More details about this solver is available from [19]. A DNS solver is 
available in STAR-CCM+ through use of the Large Eddy Simulation solver with an 

extremely small filter size. This solver uses a second order central scheme with 5% 
boundedness (for space discretization) in combination with a second order implicit 
scheme (for time integration). Schemes and the simulation set up are summarized 

in Table 1. For quicker and more accurate analysis, a two-dimensional profile of 
velocity measured by [4] was reconstructed in three dimensions and assigned to 

the inlet boundary condition. Profiles of the velocity was obtained at the outlet of 
the computational domain and was averaged over 7.5 seconds of flow physical time 
to ensure that good agreement was obtained with the experimental profile.  
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TABLE I. Boundary Conditions, Geometry and Fluid Properties in RANS Simulations 

Boundary, Geometry, and Mesh Conditions 

B.C. (case: RE =25300)   Mesh 

Inlet velocity, vi (m/s) 2.03 NR ×NΘ×NZ 110×88×100 

Mass flow rate, ṁ (kg/s)  15.94 Δr+, ΔΘ+, Δz+ 0.1 →26 

Pressure at outlet 1atm Courant number 1.5 

wall Non-slip  Y+ 0.05 

         Fluid properties         Pipe dimensions 

Density, ρ(kg/m3) 1000 Length (m) 0.25 

Yield stress, y (pa) 4.42 Diameter (m) 0.1 

Consistency factor, k (Pa.sn) 0.242 Number of prism layer  20 

Exponent, n 0.534 Mesh (Polyhedral + Hexahedral) 

 

Figure 2Fig. 2(a) shows the contour of the axial velocity along the pipe obtained 

from a Q-DNS simulation of pipe flow at T = 7.5 seconds. We compared the 
averaged velocity on a probe at the outlet with experimental data available in the 

literature. Figure 2(b) shows that a very good agreement exists between simulation 
and experimental results.  In addition, velocity magnitude and turbulent dissipation 
rates are shown for various structures of turbulence obtained from iso-surfaces of 

Q-criterion in Figure 2(c-d). 
 

To better separate regions of low and high dissipation, the maximum value on the 

scale was set to 0.1, which shows strong dissipation occurring at walls of the 
domain. Next, we continued the same analysis of shear rate which was performed 
for results of the RANS-alpha method. Variation of shear rate versus urms/η and 

TDR/TKE were obtained and plotted for turbulent structures, as shown in Figure 

3(a-b). TDR was calculated from Equation 3 and TKE = 0.5*(úx
2
+úy

2
+úz

2
). Figure 

3(a) shows that a qualitative similarity exists between Q-DNS and RANS-alpha 
simulations even though the later method imposed a significant underestimation of 

shear rate and urms/η. 

Variation of shear rate versus TDR/TKE, as shown in Figure 3(b), revealed two 
envelopes which are partly similar. The top envelope was found to contain 

computational cells on solid boundaries and in structures that exists in the core 
flow, as shown in Figure 3. It was found that the top envelope was related to 

regions of small urms/η which can be separated from the bottom envelope by urms/η 
<400 s-1. Results of this structure separation in the flow filed is shown in Figure 4. 
This figure also shows a fine resolution display of these Structure obtained through 

adjusting the threshold of Q-criterion on the course resolution.  
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Fig. 2. Velocity and flow structures colored by velocity magnitude and TDR, Q-DNS 

simulation for Re = 25300. 

 

               

Fig. 3. Study of shear rate dependency on urms/η and TDR/TKE, Q-DNS simulation 

for Re = 25300. 
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Another observation from Figure 3(b) is that both top and bottom envelopes show 
reductions of shear rate with an increase of TDR/TKE. However, a region of almost 

constant shear rate was found in small values of TDR/TKE for the bottom envelope. 
Since more attention is given to higher values of the dissipation rate, trends of the 

variation is of major importance in higher values of TDR/TKE. A regression analysis 
was performed in Matlab, as shown in Figure 3(c-d), and values of 1867(1/s) and 
1782 (1/s), were obtained for top and bottom envelopes, respectively.   

 

 

Fig. 4. Structures Found in Core Flow Which Belong to Top Envelope in Figure 3(b). 

An algorithm was developed that used the converged shear rate values obtained 
previously in RANS-HB simulation. In this algorithm, distinction between converged 

values is based on values of urms/η for each cell in RANS-HB simulations. Equation 4 
shows the model that was used for alteration of shear rate in RANS-HB simulation: 
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≤ 
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1782 (1/s)      
urms

η
> 

urms

η
_THS  &  εHB > ε_THS 

  ϒHB  εHB ≤ ε_THS 
 

  

 

(Eq. 4) 

In this model, index HB refers to simulation with HB viscosity model. ϒHB is 
unaltered shear rate which is obtained directly from velocity field, and parameters 

ε-THS and urms/η _THS are defined as thresholds for the dissipation rate and urms/η, 
respectively. We set the ε-THS to an extremely small number to enter the entire 
dissipation range into modifications. Sensitivity of the model can be further reduced 

by increasing the ε-THS values. The value of urms/η _THS was obtained from Q-
DNS, as discussed earlier, and was set to 400 s-1. The shear rate obtained from the 

above model is then supplied to the HB viscosity model, which is defined by 
Equation 5. 
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μ= 
τγ

γ
+ k γ(n-1)

 

 

(Eq. 5) 

Application of the proposed shear modification model was tested in a RANS-HB 
simulation of flow with Re = 25300. Results of this implementation is shown in 

Figure 5 and results match the profile obtained from RANS-alpha method, which is 
less than 2 percent different from Q-DNS-HB’s results. This result shows successful 
implementation of the proposed shear rate modification.   

 

 

Fig. 5. Axial Velocity for Modified RANS-HB and Other RANS Simulations. 

 

DISCUSSION AND CONCLUSION 

In previous sections, we presented a method to obtain modified shear rate values 
based on dissipative length and velocity scales in a turbulent flow. It was observed 

from our Q-DNS simulation of fully turbulent flow  (Re = 25300) that the shear rate 
converged to constant values in high ε/k values depending on values of urms/η, 

which represents velocity scale over length scales in dissipative structures. It was 
shown that for certain regions of flow (confined between axis and wall of the pipe, 
where values of urms/η were less than 400 s-1) the shear rate converged to 1867 s-1. 

It was also observed that the trend of shear rate reduction towards constant values 
was initially non-linear and this trend could be considered for a correlation. Though, 

due to the non-linearity of variations, a violation of consistency between units of 
shear rate and the resulting correlation will occur. This opens an avenue for use of 
non-dimensional parameters to obtain a linear relationship that maintains 

consistency between units. Similar variations of shear rate were observed for urms/η 
larger than 400 s-1, provided that small values of TDR/TKE are ignored. In this 

paper, higher relative dissipation rates were considered for their significantly higher 
effects on shear rate. However, study of shear rate variation in small TDR/TKE 
values can be an important contribution.  
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Furthermore, comparison between RANS-alpha and Q-DNS-HB simulations shows 

that variations of shear rate versus urms/η were qualitatively similar, but significant 
underestimations were observed for the RANS-alpha method. It was shown that 

trends are similar for different Reynolds numbers in RANS-alpha simulations. 
However, averaging of scales and loss of information in RANS can be a significant 
factor in deviations. Similar deviations were again observed when variation of shear 

rate with TDR/TKE was considered. In RANS-alpha simulations, shear rate 
increased with increase of TDR/TKE; initially sharply and proceeding with a more 

gradual increase. However, no reduction of shear rate was observed for any of the 
Reynolds numbers. For this reason, extraction of correlations from the RANS-alpha 
method based on turbulent quantities is not recommended. Thus, an algorithm for 

shear modification was developed based on our Q-DNS simulation results and was 
implemented in our RANS-HB simulations. Shear alterations resulted in significant 

improvement of accuracy over most of the range of r/R. Future work can focus on 
extending the shear dependency analysis presented in this paper to different 

Reynolds numbers using DNS or Quasi DNS simulations.  
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